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Abstract - This paper presents the analysis of K-
means and K-Medians clustering algorithm in 
detecting outliers. Clustering is generally used in 
pattern recognition where if a user wants to search 
for some particular pattern, clustering reduces the 
searching load. The k-means clustering and k-
medians clustering algorithm’s performance in 
detecting outliers are analysed here. K-means 
clustering clusters the similar data with the help of 
the mean value and squared error criterion. K-
medians is similar to k-means algorithm but 
median values are calculated there. Outliers are the 
one different from norm. If they are not properly 
detected and handled, they clustering will be 
affected in a great manner. 
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I.INTRODUCTION 
 
Data mining is the process used to analyse large 
quantities of data and gather useful information 
from them. It extracts the hidden information from 
large heterogeneous databases in many different 
dimensions and finally summarizes it into 
categories and relations of data. Clustering and 
classifications are the two main techniques of data 
mining followed by association rules, predictions, 
estimations and regressions. Many fields imply on 
data mining like games, business, surveillance, 
science and engineering etc. 
 

II. LITERATURE REVIEW 
The objective of the Clustering algorithms is to 
group the similar data together depending upon the 

characteristics they possess. Clustering plays a 
major role in pattern recognition, image analysis, 
market and business research and it reduces the 
searching load and time.  
 
Clustering algorithms can be grouped into different 
categories such as 

 Hierarchical clustering 
 Partitional clustering 
 Spectral clustering 

The basic requirements of clustering in data mining 
are: 

 Scalability 
 Ability to deal with noisy data 
 Ability to deal with different types of 

attributes 
 Usability 
 Interpretability 

 
The k-means and k-medians clustering algorithm 
comes under partitional clustering. Based on the 
similarity function such as distance, it clusters the 
input data. 
 
Outliers, not a part of a cluster, are specific points 
which behave very differently from the norm. 
Outlier arises due to the changes in the system 
behaviour, human error or instrument error. It is a 
bad practice to ignore the outliers. Either it should 
be handled or at least it should be detected from the 
rest of the inputs. They are detected using distance 
based algorithm here. This algorithm says that 
outliers are the one which are far away in distance 
from the rest of the inputs.  
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Effects of outliers are 
 Less efficient outputs 
 More error prone 
 Improper results 
 

 
 
 

III. ALGORITHM DESCRIPTION 
A. k-Means Algorithm: 
 Assign initial values for means m1, 

m2….mn. 
 Assign each item to the cluster which has 

nearest mean. 
 Calculate new mean for each cluster until 

the convergence criteria is met. 

There are two methods for assigning mean 
values: 

 First k input values 
 Randomly assigned 

                  
  
       

B. k-medians Algorithm:      
                       
 Assign initial values for means m1, 

m2….mn. 
 Assign each item to the cluster which has 

nearest mean. 
 Calculate new median for each cluster until 

the convergence criteria is met. 
 If the total number of elements in the 

cluster ends with an even number then 
take the middle two values and calculate 
the new median 

 If the total number of elements in the 
cluster ends with an odd number then take 
the middle value as median. 

C .Convergence Criteria: 

         When the old mean value and new mean   
         value becomes equal, then it is said that the    
        convergence criteria is met. 

                 

IV. SIMULATION AND RESULT 

Simulations are carried out to compare the performance of 
the Clustering Algorithms and the results are summarized 
as follows. 
 
A. Initial Clustering Using k-Means 

 
 
 
B. Final Output-Outlier  
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Total 
No of 
Inputs 

Total No 
of 
Clusters 

K-
Means* 
(Run 
Time) 

K-Means 
*  
2-Method 
(Run 
Time) 

K-
Medians* 
(Run 
Time) 

10 2 0.127000 0.129000 0.112000 

10 3 0.115000 0.119000 0.114000 

10 4 0.127000 0.128000 0.112000 

 
*- runtime depends on the processor for every individual run. 
 

V.CONCLUSION 

 
 K-Means Clustering algorithm is taking more time to 
compute the outliers also for example, if inputs such as -
2,3,1,4,30,12,8,7,10,13 is given, 30 which is an outlier is 
detected properly by K-Medians Clustering whereas in K-
Means Clustering, -2,1,30,12,13 are detected as outliers. 
 So, in minimizing the errors, K-Medians Clustering 
algorithm is efficient enough than K-Means Clustering 
algorithm. 
In this paper we have used shortest distance method for 
detecting outliers. In future, this work may be extended with 
other algorithms and other methods. 
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